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Background

1 The Institut de Physique du Globe de Paris (IPGP) is a world-renowned higher 

education and research institution. It brings together more than 500 people—PhD 

students, researchers, engineers, technicians, and administrative staff—with a shared 

passion for earth, planetary, and environmental science. 

The IPGP studies the earth and planets from core to atmosphere. It’s currently home to 

17 different research teams, who focus on everything from measuring variations in the 

earth's magnetic field to monitoring active volcanoes on French territory and studying 

seismic activity. 



Challenge

2 Research at the IPGP is constantly evolving, with teams using increasingly sophisticated 

imaging, modeling and machine learning tools to study highly complex physical systems. 

This both depends on, and generates, massive volumes of data—and responsibility for 

processing and managing it all falls to the IPGP’s Service de CAlcul PArallèle et d'Analyse

de Données (Parallel Computing and Data Analysis Platform for Earth Science, S-CAPAD).

As the worlds of high-performance computing (HPC) and big data analytics continue to 

converge, demand for compute and storage resources was growing larger by the day at the 

IPGP. Alexandre Fournier, Scientific Manager of S-CAPAD, says: “New methodologies such 

as Distributed Acoustic Sensing and satellite imagery interferometry capture or create 

enormous volumes of data, and new machine-learning capabilities allow researchers to take 

full advantage of that data. The previous S-CAPAD HPC environment lacked the capacity 

and performance to serve the needs of both HPC and big data analytics.”

To ensure that it could keep advancing vital research, the IPGP joined forces with the 

Astroparticle and Cosmology (APC) laboratory in Paris to launch a new HPC project: 

DANTE (multi Data ANalysis and compuTing Environment for science). 

DANTE’s core goal is to gather the hardware and software resources of the S-CAPAD and 

the François Arago Centre (FACe) within the IPGP in order to meet the ever-growing HPC 

needs of research and training projects in earth, planetary and environmental sciences, and 

beyond. To support these aims, the IPGP needed a compute and storage platform that was 

optimized for data-intensive workloads.



Alexandre Fournier

Scientific Manager of the DANTE Platform, IPGP

“As research grows more complex and data-intensive, we must keep evolving 

our HPC environment to meet the needs of research teams.”



Why Lenovo and AMD? Winning performance and 

efficiency, driven by cutting-edge AMD processors. 

After issuing a public tender and evaluating multiple proposals, the IPGP selected Lenovo 

as the key technology provider for DANTE. At the heart of the new HPC solution are Lenovo 

ThinkSystem SR645 servers, powered by 2nd Gen AMD EPYC™ 7002 processors. With up to 

128 physical cores per server, the SR645 delivered top performance in a highly cost- and 

energy-efficient design—a key differentiator for the IPGP.

Geneviève Moguilny, Operations Manager for the IPGP’s S-CAPAD, explains: “We had tight 

budgetary and energy restraints for the DANTE platform. Crucially, Lenovo was able to deliver 

the highest number of computational cores within our specified price and energy window.” 



Geneviève Moguilny

Operations Manager, S-CAPAD, IPGP

“In terms of price, quality, and number of cores, Lenovo’s offering, powered by 

AMD EPYC™ processors, was the best for our requirements.”



To ensure a smooth implementation, the IPGP worked closely with Lenovo Services and Neoteckno, a Lenovo partner that specializes 

in the deployment and management of HPC architectures. Together, the team implemented a cluster of Lenovo ThinkSystem SR645 

and SR670 servers with a total of over 7,000 compute cores and 12 of the latest-generation general-purpose graphics processing 

units (GPGPUs). DANTE boasts a theoretical peak computational performance of more than 298 teraFLOPs from its CPUs alone, 

with significant additional computing power available from the GPGPUs. DANTE runs Red Hat Enterprise Linux with SLURM Workload 

Manager for job scheduling.

To effectively store and manage large volumes of data—both sourced from external sensors and generated by the applications 

running on the DANTE platform—the IPGP uses Lenovo technologies. A Lenovo ThinkSystem DM7100H Hybrid Flash Array is used 

for longer-term storage of experimental data and computational results, while a ThinkSystem DE6000H Hybrid Storage Array is 

directly attached to the HPC cluster to enable running simulations to access large volumes of data rapidly.

Alongside setting up the DANTE platform, Lenovo Services and Neoteckno should assist the IPGP in training users to work with the 

new system confidently. Training in best practices will continue throughout the expected 7-year working life of DANTE.

Alexandre Fournier notes: “We have a relatively small team that manages DANTE, so it’s important for our students and researchers 

to be able to use the platform with a high degree of autonomy. Lenovo and Neoteckno have an instrumental role to play in helping 

us put together a plan for training. New users will need to get up to speed with the DANTE platform quickly, so they can get the most 

out of it.”

Unleashing more compute power and storage capacity.



Alexandre Fournier 

Scientific Manager of the DANTE Platform, IPGP

“Not only does the Lenovo cluster deliver strong HPC 

performance, but it also offers impressive storage capacity. 

This is a real specialty of our platform: it allows users to run 

applications very closely to big volumes of data, which makes 

for more efficient research.”



Results

3 Officially inaugurated in October 2021, DANTE is currently being used by 12 research teams 

across the IPGP—a number that is continuing to grow. One research student is using the 

platform to model, via machine learning, the relationship between the composition of magma 

and its viscosity: this property determines how explosive (and thus dangerous) a volcanic 

eruption might be. Whereas the student previously had to run the model in batches, she’s 

now able to complete it in a single run thanks to the larger memory on the GPGPUs within the 

Lenovo server cluster.

The Lenovo servers, powered by AMD EPYC™ processors, have also delivered a 5x 

improvement to overall computational speed, compared to the organization’s previous HPC 

environment. The performance gains are empowering researchers to delve deeper into their 

data and reveal new insights—faster and more easily than ever. In addition, DANTE helps 

researchers test the performance and scalability of their algorithms, using the results to 

compete more effectively for run-time on France’s national supercomputing resources.

“To use the tier-one national HPC resources, researchers need to demonstrate both the 

scientific importance of their project and the ability of their application to scale and make 

effective use of those more costly computational resources,” says Alexandre Fournier. “A 

major use case of DANTE is to refine and perfect simulations so that they can run at the 

national level. We also make it much easier to work with huge volumes of data—it’s not yet 

practical to move that amount of data across networks, and DANTE gives us the ability to 

have the storage right next to the HPC resources.”



Geneviève Moguilny adds: “A number of users have experienced a big speed boost with the 

Lenovo servers, which they’re very happy about. For certain applications that can take 

advantage of multithreading, having two 64-core processors with auto multithreading within a 

single server delivers a 100-times speed boost—with no modifications to the underlying code. 

Access to large numbers of cores on a single physical server also eliminates all the complexity 

of trying to parallelize code and manage distributed memory across multiple physical servers.”

With DANTE, the IPGP is continuing to make its HPC resources available to the wider 

research community, and aims to attract more researchers from fields such as including 

mathematics, medicine, and linguistics to the platform.

Alexandre Fournier concludes: “The DANTE cluster from Lenovo gives us an important new 

resource for both HPC and big data analytics, helping us continue to push back the boundaries 

of scientific knowledge.”

5x performance improvement compared with previous environment

7,000+ compute cores

298 teraFLOPS peak performance from CPUs alone

54kW maximum power consumed during HPLinpack benchmark



Geneviève Moguilny

Operations Manager, S-CAPAD, IPGP

“Our partnership with Lenovo opens up new possibilities for research, supporting 

pioneering projects that deepen our understanding of our planet and the universe 

beyond it.”
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