
How EODC Earth Observation Data Centre used Lenovo 

ThinkSystem SR635 servers, powered by AMD EPYC™

processors, to provide near real-time flood monitoring.

Accelerating analysis of 
satellite data to support 
flood warning systems 
and save lives.
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Background

1 The EODC Earth Observation Data Centre for Water Resources Monitoring GmbH 

(EODC) is based in Vienna, Austria, and operates the Global Flood Monitoring (GFM) 

service—a Copernicus Emergency Management Service product, which provides a 

continuous global, systematic monitoring of flood events, with significantly enhanced 

timeliness of flood maps for emergency response activities. The organization is a high-

tech public-private partnership that works with research institutions, governments, and 

businesses worldwide.

EODC offers cloud solutions for research and commercial use to enable effective 

management of the environment, to understand and mitigate the effects of climate 

change, and to ensure civil security. At the core of EODC’s services is a long-term 

satellite data archive.

For GFM, EODC stores and processes satellite radar imaging data from the Sentinel-1 

mission. This modern, two-satellite constellation was launched by the European Space 

Agency (ESA) and is part of Copernicus, the most ambitious Earth observation program, 

passing every point on Earth in approximately five to ten days.



Figure 1: Screenshot of the GFM service.



Challenge

2 The Copernicus Emergency Management Service’s novel component GFM is designed to provide 

continuous, automatic monitoring of floods worldwide by processing and analyzing all incoming Synthetic 

Aperture Radar (SAR) imagery acquired by the EU’s Copernicus Sentinel-1 satellites in near real-time 

(NRT). To achieve this, an ensemble of three flood-mapping algorithms uses current and historical 

information to generate 11 output layers. The latest satellites provide data at higher geo-spatial resolutions 

than ever before, and EODC manages a total of 20 PB of satellite data.

Tom Clark, Head of IT Architecture and Operations at EODC, says: “We work with enormous amounts of 

data. Public authorities, researchers, and private companies worldwide rely on our information products 

to monitor agriculture, combat food insecurity, analyze flood danger, and protect people against diseases.”

EODC is instrumental in closing the gap between research and application by streamlining operational use 

of Earth observation data for infrastructure management and humanitarian aid. To further increase the 

availability and speed of its information products and cloud services, EODC sought to boost its compute 

and throughput performance. As data volumes continue to grow rapidly, the organization also wanted to 

lay the foundation for a more decentralized, future-proof, and federated data architecture. The team wants 

to support seamless integration with a network of partners to be able to tackle the environmental issues of 

tomorrow together, with even closer collaboration on all levels.

Tom Clark

Head of IT Architecture and Operations, EODC

“We process approximately 7 TB of new satellite data every single day. To ensure we can 

deliver much-needed insights within just five hours, every day, and help reduce the number 

of people affected by floods, we wanted to upgrade and expand our infrastructure.”



Why Lenovo and AMD? Proven reliability and strong, trusted partners.

After evaluating a range of server vendors, EODC decided to continue its collaboration with its trusted partner 

EDV-Design Informationstechnologie GmbH and Lenovo.

“Our goal was to improve availability and performance, so we did not want to experiment with unproven solutions,” 

explains Tom Clark. “Our long-time partner EDV-Design knows exactly what we need to do our job efficiently. 

Lenovo has been our preferred infrastructure vendor for many years. Together, both partners offered good value 

for money, backed by fast delivery times and outstanding support.”

EDV-Design, a Lenovo Platinum Partner, has already implemented many different solutions at EODC and partner 

organizations, including Austria’s fastest supercomputer. The company has demonstrated its commitment and 

expertise again and again.



Tom Clark

Head of IT Architecture and Operations, EODC

“EDV-Design and Lenovo are two very strong and important partners for us. The 

reliability of Lenovo servers is second to none and EDV-Design provides continuous 

guidance and assistance to make sure we maximize utilization of our resources to 

deliver the best possible customer service.”



Working with EDV-Design, EODC deployed 17 Lenovo ThinkSystem SR635 servers. The six compute and eight storage nodes are 

equipped with powerful 2nd Gen AMD EPYC™ 7702P processors with 64 cores. The three management nodes use AMD EPYC™

processors with 16 cores.

This new high-availability cluster complements an existing large-scale OpenStack cluster at EODC running on Lenovo ThinkSystem

servers. “We built a new cluster with EDV-Design at a new location especially for GFM,” says Tom Clark. “The configuration is fully 

redundant to achieve even higher availability for these critical information services.” To maximize flexibility and networking 

performance, the team deployed highly configurable Ethernet switches running Linux.

EODC is a strong supporter of open-source software and used this opportunity to apply modern best practices for infrastructure 

management. By building on Infrastructure as Code (IaC) and containerization, EODC streamlined the setup, configuration, and 

maintenance of all virtualization, networking, and routing components. “The Lenovo ThinkSystem SR635 servers, powered by 

2nd Gen AMD EPYC™, are a perfect fit for our Infrastructure as Code configuration,” confirms Tom Clark. “Thanks to the Redfish-

compliant, easy-to-use REST APIs built into Lenovo XClarity Controller, we can seamlessly access health and other system 

information to achieve tight integration across all levels of our technology stack.”

On top of Lenovo ThinkSystem SR635 servers and OpenStack virtualization, EODC relies on Dask, a flexible library for parallel 

computing. This technology platform allows EODC to flexibly schedule and run all analytics, data science, and, in the future, also 

machine learning and AI workloads in a distributed environment to provide its flood-awareness data products rapidly, without delays.

Building a powerful cloud service platform with Lenovo infrastructure, powered by 

AMD EPYC™ processors.



Tom Clark

Head of IT Architecture and Operations, EODC

“The Lenovo and EDV-Design solution allowed us to 

take standardization and automation to the next level. 

We integrated our Ansible automation processes that 

drive the entire OpenStack cloud computing and Ceph

storage environments with the Lenovo infrastructure 

using the built-in XClarity software APIs.”



Results

3 In close collaboration, EODC and EDV-Design have optimized the configuration of 

the cluster nodes. “We are taking advantage of leading AMD EPYC™ processors with 

64 cores,” says Tom Clark. “We have only limited physical space in our data center 

and want to deliver the best possible performance to our customers to support early 

and proactive action to protect people and crops from flooding. The AMD solution from 

Lenovo offered unmatched core density with a third more cores than other configurations. 

With the new Lenovo ThinkSystem solution, we increased the performance density per 

rack unit by a factor larger than three compared to our existing cluster.”

The modular, composable infrastructure architecture based on Lenovo ThinkSystem

SR635 servers and low-latency networking switches simplifies systems management 

by standardizing administration and monitoring processes. Now, all systems are running 

Linux with the same standard tools. EODC has increased system availability to 99.9%, 

can expand the cloud environment flexibly without restrictions, and can adapt 

more rapidly to changing workload patterns.

By leveraging Infrastructure as Code with version-controlled configurations, automation, 

and integrations across server and networking systems, EODC created a modern 

Software Defined Data Center (SDDC). “Deploying with Infrastructure as Code on 

Lenovo ThinkSystem SR635 servers has proven a big success,” says Tom Clark. 

“We can set up new test environments and expand the cluster 30 times faster. In the 

past, setting up a whole new environment could easily take a month. Now we can get 

it done in a single day, almost at the push of a button. This means more flexibility and 

freedom, which allows us to expand more easily and provide even better customer 

service more closely aligned with business needs.”



With availability being a key objective for GFM, EODC highly values Lenovo’s fast, 

uncomplicated support processes, quick supply chain, and logistics.

Tom Clark concludes: “We have been working with Lenovo and EDV-Design for many 

years—they never let us down. Whenever we have a question or need urgent assistance, 

Lenovo and EDV-Design are there for us and help us to deliver time-critical information 

services to our global customers as fast as possible.”

>3x higher core density and performance per rack unit thanks to 2nd Gen 

AMD EPYC™ processors with 64 cores

50% faster satellite data acquisition accelerates flood analytics and reporting, 

delivering critical up-to-date forecasts in just 5 hours

30x faster deployment of new environments, expansions, and test configurations 

in one day instead of one month thanks to standardized and automated 

Infrastructure as Code processes



Tom Clark

Head of IT Architecture and Operations, EODC

“Thanks to Lenovo and EDV-Design, we can now deliver essential flood information 

even faster and more reliably to global users. The highly automated and cost-efficient 

solution is a huge step forward for us. The Lenovo infrastructure with powerful 2nd Gen 

AMD EPYC™ processors and a high core density supports the service objective to 

enable its users all around the world to better support the response to an ongoing 

flood event with timely and accurate geo-spatial information.”



Confirming Lenovo’s commitment to sustainability and flood 

emergency response, Lenovo Germany staff supported 

disaster relief and clean-up activities after the devastating 

floods in the Ahr valley in 2021.

https://www.lenovo.com/us/en/about/sustainability/


The Data-Centered provide reliable, real-time insights into river flood 

risks with Lenovo smarter infrastructure solutions, powered by AMD.
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What will you do with 

Lenovo smarter infrastructure solutions?

Explore Lenovo Smarter Infrastructure Solutions

https://www.lenovo.com/us/en/data-center/solutions/

